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Machine learning (ML) models have become increasingly important components of many software systems. Therefore, ensuring
their privacy and security is a crucial task. Current research mainly focuses on the development of security and privacy methods.
However, ML practitioners, as the individuals in charge of translating the theory into practical applications, have not yet received
much attention. In this paper, the security and privacy awareness and practices of ML practitioners are studied through an online
survey with the aim of (1) gaining insight into the current state of awareness, (2) identifying influencing factors, and (3) exploring the
actual use of existing methods and tools. The results indicate a relatively low general privacy and security awareness among the ML
practitioners surveyed. In addition, they are less familiar with ML privacy protection methods than with general security methods or
ML-related ones. Moreover, awareness correlates with the years of working with ML but not with the level of academic education or
the field of occupation. Finally, the practitioners in this study seem to experience uncertainties in implementing legal frameworks,
such as the European General Data Protection Regulation, into their ML workflows.
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1 INTRODUCTION

Machine Learning (ML) is a rapidly growing area within the field of Artificial Intelligence (AI). Since 2012, the average
rate of students being enrolled in university courses concerning this topic has more than tripled [9, p. 49]. Several
countries in the world have put an AI strategy into place, e.g. Finland aims at training 1% of their population in the field
[9]. Due to the increasing amount of personal data being collected, the importance of the topic continues to grow.

Since the early 2000s, several governments have put data protection regulations into place in order to protect the
privacy of individuals whose data is being collected. The most prominent examples include the Canadian Personal
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Information Protection and Electronic Documents Act (PIPEDA) [63], the European General Data Protection Regulation

(GDPR) [91], and California’s Consumer Privacy Act (CCPA) [80]. Those regulations all include rules for handling
personal data. Yet, in general, as well as in ML-related workflows, functionality is still the most important factor when
designing new products or models [59, 60]. Privacy, i.e., protection against unwanted collection, use, and disclosure of
personal data, or security, i.e., ensuring the three IT security objectives of confidentiality, availability, and integrity [79],
are, generally no significant driving factors [50]. They might instead be entirely neglected when deadlines approach
[53]. As ML is increasingly used in security-critical applications, such as intrusion detection systems [18], and privacy-
sensitive domains, such as medicine [82], this can have severe consequences. Moreover, for many years, research in the
area of ML has mainly focused on finding new techniques to build increasingly powerful models. Only in recent years
has the field of private and secure ML has seen an upsurge with the introduction of several techniques that allow for
privacy preserving and secure analyses (see Section 2 for an overview of current research and developments).

Nevertheless, the final architecture and workflow of ML models—from the proof-of-concept to the final deployed
product—are still determined by the human developers planning and implementing them. Since the threat space and
vulnerabilities of the models against specific attacks depend on technical implementation details, the actual security and
privacy rely, to a great extent, on the ML practitioners’ awareness of potential risks and threats to their models. There
exist various definitions of the term awareness in the context of information security [38]. They include the individuals’
knowledge about security threats, countermeasures and precautions, and the understanding of the importance of the
topic [38]. Without such awareness, the best methods are of little use if practitioners do not know about them, or
consider them irrelevant, and hence do not implement them (correctly).

To the best of the authors’ knowledge, no research has been conducted to investigate the individual security and
privacy awareness of ML practitioners and their respective methods used. However, this is a crucial step on the way
towards more secure and private ML, because such research not only indicates to what extent current tools and methods
are successfully applied, but also unveils the challenges and improvement opportunities in the ML education. The
present study contributes to this goal by answering the following two research questions (RQ):

(1) RQ1:How is ML security and privacy awareness built, and which conditions contribute to the degree of knowledge
with respect to threats and corresponding defenses?

(2) RQ2: What is the current state of affairs concerning ML security and privacy among ML practitioners?

To answer RQ1, different aspects of awareness in secure and private ML are studied. This includes the practitioners’
knowledge acquisition as well as the identification of factors contributing to awareness. To study RQ2, security and
privacy attacks and practices are clustered according to how well they are known by and how widely they are used
among the survey participants. Additionally, the ML practitioners’ experience with selected libraries to support private
and secure ML development is investigated. Finally, the influence of the introduction of juridical regulations on ML
workflows is examined using the GDPR as an example.

The investigation of these questions shall serve as a basis to better support ML practitioners in privacy and security
issues, to design helpful tools and standards, and to improve existing methods or develop new ones. Thereby, this study
closes a critical gap on the way towards bringing the research on private and secure ML from theory to practice. The
four main results of the study can be summarized as follows:

• The average awareness of security and privacy threats and protection measures among the surveyed ML
practitioners is comparatively low.

• Academic education seems to have no significant impact on awareness of secure and private ML.
2
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• ML protection methods put into place, especially for improving privacy, are less well-known than traditional and
ML-specific security measures.

• The introduction of the GDPR appears to have no far-reaching impact on ML workflows in particular, and leaves
the studied ML practitioners with several uncertainties.

This work is structured as follows. In Section 2 related work on security and privacy in ML and on studying
practitioners’ privacy and security practices in general is presented. Section 3 depicts methodological realisation, the
preliminary pilot study, the structure of the questionnaire, participant acquisition, data analysis methods, and potential
limitations and biases. The results of the study are shown in Section 4. Section 5 and 6 present the discussion, and
conclusion with outlook, respectively.

2 BACKGROUND AND RELATEDWORK

As context for this study, first, an overview of the current state of research in secure and private ML is provided. The
threats, attacks and security practices described therein served as guidance for the design of the initial questionnaire.
Second, relevant existing studies in the field of ML-related and general privacy and security practices from a developer’s
view are presented to put this work into context.

2.1 Secure and Private Machine Learning

ML has different security requirements than classic software [66]. Mainly, this is due to it being a rather new domain
where the underlying security or privacy problems have not yet been fully explored or understood. This situation is
aggravated by the fact that the well-known practices that support security integration in classic software development
(e.g. static code analysis or code coverage) only partially address the issues in ML [66]. For instance, the prediction of
an ML model does not only depend on the code used to train it, but also on its training data. While the pre-processing
of data can be monitored by traditional security methods, other steps in ML applications use a whole new technology
that creates new attacks, which in turn require different security mechanisms.

Research on making ML more secure and private focuses on the one hand, on the identification of risks and the
development of concrete attacks against the models, e.g. data poisoning [14], model inversion [31, 88, 96], model evasion
[13], and impersonation [3, 52]. On the other hand, it is concerned with the development of new methods, tools, and
libraries for integrating security and privacy into ML [23, 32, 55, 93]. These methods can be roughly grouped by their
purpose as follows:

• In order to improve data privacy in ML, a broad spectrum of defenses has been put into place, e.g. Differential
Privacy [26], Federated Learning [16], Privacy Preserving Record Linkage [86], Homomorphic Encryption [15], and
Secure Multiparty Computation [51], just to name a few. Most tools or libraries implementing them are rather
new and exhibit a limited usability for non-experts.

• Similarly, the improvement of explainability and transparency is targeted, hence, making it easier to understand
why a particular prediction is made [56].

• Further methods aim at making the models more robust against manipulation [40, 69].
• Besides the creation of methods specific to ML, a large part of research focuses on the adaptation of general
security practices in order to be applicable to ML. These parts consist of, for example, tracking the provenance of
the data (manually or automatically) [33], restricting access to the models [53], and watermarking the models in
order to prevent model theft [84].
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See [68] for a systematization of knowledge in the area of private and secure ML, and [6, 7] for further insights on
the topic of security in ML.

2.2 Studying Developers’ Privacy and Security Practices

Studying developers, i.e., people who design, implement, or maintain program code, is a challenging task, and so far,
not very common. Therefore, studies concerning developers are more often based on small sample sizes or rely on
university computer science students [2, 50, 59, 60]. Current research suggests that students can indeed be used as
proxies for professionals within such studies [12, 39, 74, 83]. Salman et al. [74], compared students and developers for
(non-security-related) tasks and found, that, if students and developers are equally experienced in the topic, their code
quality is comparable.

Studying individuals in a very specific field, such as private and secure ML, is even more challenging due to the small
pool of potential participants. Very few papers exist with a similar focus as the study presented in this paper. The most
closely related work to date was done by Kumar et al. [50]. To evaluate whether companies are equipped to protect
and detect attacks on their ML systems, the authors conducted interviews with two employees each from a total of 28
organizations: the developer responsible for creating ML models and the security personnel responsible for securing the
company’s infrastructure. The study revealed that most companies do not possess tools or know-how to protect their
ML systems and that most companies still focus on traditional security. Additionally, the authors found that attacks that
can lead to a potential privacy breach are considered particularly dangerous by companies. Unlike the present study,
Kumar et al. focus on companies and their general ML workflows rather than on the implementing developers and
practitioners and their perception of the importance of this issue. Furthermore, they put more focus on emphasizing
gaps in the security of the technical workflows instead of identifying factors that have led to these gaps—i.e., awareness
or rather the lack thereof among individuals. In their study, no real differentiation is made between security and privacy.

Within the broader field of general developer studies, there is also a small body of work related to studying developers
and their security and privacy relevant coding practices.

Acar et al. [2] conducted an online study with Python developers in order to investigate the impact of using security
APIs on code security. The developers had to fulfill specific coding tasks and answer a questionnaire. The results
showed that while the self-reported status of a developer (professional or student) did not have a significant impact
on the functionality and security of the code, the years of experience in development did. Each year of experience
corresponded to an approximate 10% increased likelihood for producing functional code and a 5% increased likelihood
for implementing secure results. Still, the level of security of code was quite low for both developers and students.

Naiakshina et al. [59] carried out a coding task study on 20 and a survey on 40 computer science students [60], respec-
tively. Their main findings were that in the development process, in general, the participants considered functionality
before security. The use of security measures increased significantly only when the participants were explicitly asked
to implement them. Also, the knowledge of security practices did not guarantee a secure software implementation. The
authors, furthermore, suggested that the use of good APIs is not sufficient if security works in an opt-in fashion, where
the secure option is not default but needs to be set explicitly.

Further research in developer security and privacy practices focuses specifically on the development of apps.
Balebako et al. [5] surveyed around 200 app developers regarding their privacy practices and awareness. They found

that most developers considered privacy policies hard to read, and criticized that they are mostly created without input
from developers. Also, most of the developers indicated that they had not received any formal training in privacy and
learned it on demand when being confronted with a new task that required it. In this case, they would rely on their
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social network and on specialists around them for input on how to apply it. The additional findings of their survey
highlight that functionality is taken care of before privacy, and that developers’ awareness on privacy is no indicator
for the quality of privacy in the actual solution.

Nadi et al. [57] found in a developer study among 11 Java developers that simple APIs, and good documentation help
developers to improve the security of their code. Jain and Lindqvist [41] showed in a lab study that by introducing
appropriate APIs, developers could be nudged into using privacy-preserving programming choices.

Unlike the above-mentioned studies that are concerned with investigating general security and privacy practices
among (app) developers, this study focuses on ML practitioners. For a precise definition of the term ML practitioner and
the delimitation to the term developer, see Section 3.3.

3 METHOD

To investigate the privacy and security awareness and practices of ML practitioners, a study was conducted including
questions about practitioners’ demographics and working environments, and their knowledge of attacks and methods
for implementing secure and private ML.

The study was conducted in the form of online questionnaires in two separate phases: a preliminary pilot and
the actual study. The pilot served to evaluate the validity of the survey instrument and to inform the actual study of
potentially missing aspects.

LimeSurvey [34] was used to host the online questionnaire. The participants did not receive any compensation for
their participation.

Before being directed to the questionnaire, each participant was informed about the collection and handling of
questionnaire data. The participants were also informed that their participation was voluntary and that they could
discontinue their participation at any point in time. Only participants who gave their consent were forwarded to the
questionnaire.

3.1 Pilot Study

As already mentioned, studying a niche populations such as ML practitioners, is no easy task. This is because of
the relatively small population size and the rapid advancements in the research field of ML in general. Due to this,
a preliminary pilot study was conducted in order to get an as accurate as possible impression of the current state
of matters. Participant acquisition was performed through sending a link to the questionnaire via email to contact
persons at AI-related companies, resulting in 41 completed questionnaires from eleven different European countries.
The questionnaire was furthermore given out to 40 students enrolled in a local university’s ML course. Out of the 40
students, 32 completed the questionnaire.

With the pilot study, an evidence-based-design approach (EBD) was followed, i.e., instead of relying solely on
information previously published in academical papers, heavy use of qualitative elements in the sense of free-text fields
was made.

The free-text questions were used to gain qualitative insights into the practitioners’ experiences and thoughts about
security and privacy in ML and the introduction of the GDPR. Those aspects would not necessarily be captured through
closed questions in the questionnaire. Also, biased answers, e.g. that some participants might know the attack or defence
itself but not the correct associated name, should be avoided. Hence, the participants were asked to describe, in their
own words, what threats to ML models they were aware of and what kind of measures they know to counter the
aforementioned threats. The selection of the ML libraries depicted in Figure 10 followed the same procedure.
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Other free-text fields served to collect further input from the participants, e.g. whether answer options were
incomprehensible or even missing. For the evaluation of all free-text fields, code sets for the different question groups
were identified by two researchers separately. After agreement on a final code set, the codes were applied independently
by the two researchers to the data of the pilot study. To evaluate the rate of agreement between the two raters, Cohen’s
Kappa for inter-rater reliability was calculated [21]. The obtained Kappa value of 0.93 indicates that the raters had a
strong agreement on the codes, and the labels represent the data well [30]. However, in order to draw conclusions on the
data, the disagreements on the categorization were resolved by discussing each case independently until a congruence
was reached.

Additional quantitative study elements, such as multiple choice questions, were used to find patterns in ML prac-
titioners’ security and privacy practices, and to identify relationships between their demographics, awareness, and
privacy and security-related behavior.

3.2 Structure of the FinalQuestionnaire

Based on the findings from the pilot study, the questionnaire was adapted for the main study. It consists of six main
groups of questions, and is attached at the end of the Appendix Section.

(1) Demographics: This section captures the demographic background of the participants, i.e., their education, the
country they were working in, their daily ML-related tasks, and their present working situation. Participants who
indicated that they were currently employed were asked additional questions about their employing company
e.g. number of employees, how ML is applied, and the sector in which the company operates.

(2) Data and Sensitivity: The practitioners were asked, among other things, what type of data they were dealing
with, whether this data is (directly) related to individuals, as well as which domain it stems from.

(3) ML security: The questions cover how important the participants judged securing their ML models, how they
built their knowledge on ML privacy and security, and who in their working environment is responsible for
securing the ML models.

(4) Attacks: In this question group, four attacks (inversion [31], impersonation [3, 52], poisoning[14] and evasion
attack[13]) on the privacy and security of ML models were presented. For each of the attacks, the participants
were asked to indicate whether they were familiar with this attack, and whether they had already implemented
preventive measures to defend against the respective attack. To avoid participants mistakenly marking an attack
as unknown just because they were unfamiliar with the particular keyword, a short explanation of the attack
was provided together with its name.

(5) ML privacy and security practices: Within this section, first, eight ML privacy and security libraries were
presented and the participants were asked whether they were familiar with these libraries, and whether they
had used them. Furthermore, 14 security and privacy practices identified within the participants’ answers in the
pilot study were presented, along with an explanation for each of them. Again, the practitioners were asked to
specify per method, whether they were familiar with it, and whether they had already implemented it.

(6) GDPR: The last section contained questions regarding participants’ familiarity with the GDPR, and the changes
in their ML-related privacy practices caused by its adoption.

The questionnaire consisted of 25 questions and took 11 min. 18 sec., on average, to complete. Both questionnaires, the
preliminary pilot study as well as the main study, were tested for the validity of the survey instrument before they were

6



A Study of Security and Privacy Awareness of Machine Learning Practitioners MuC ’21, September 5–8, 2021, Ingolstadt, Germany

applied in the field. This testing was done separately and independently of each other and on the basis of a group of six
subjects.

3.3 Participants

The actual study took place from July 2020 until October 2020. To recruit participants, the questionnaire was promoted
through the official channels of the authors’ institutions, such as websites, and social media accounts (LinkedIn,
Twitter, and Facebook). In order to reach as many international participants as possible, the link—together with a short
description of the survey—was posted in various ML-related groups on Reddit and LinkedIn. In addition, the link for
the questionnaire was shared by the authors through their own LinkedIn profiles as well. Between July and October,
1471 volunteers clicked on the link and were directed to the survey, of which 94 completed the questionnaire in full. As
the aim of this study was to investigate practitioners’ awareness, all students were removed from the dataset, reducing
the number of completed questionnaires to a total of 83. For participant details, see Table 2 in the Appendix.

The majority of participants held high educational degrees, with 80 (96%) of them having at least a bachelor’s degree.
The level of education is consistent with what was previously found among data scientists in a survey by Kaggle [44]
(91% ).

73 (88%) of the participants were employed and 49 (59%) in the early stages of their ML career—considering their
work experience with ML. This is also consistent with Kaggle [44] where 55% of the participants have less than three
years experience. This survey reached more participants working in larger companies (54, 65% work in companies of
over 200 employees) than medium-sized (18, 22%) companies with 11-200 employees, or smaller ones (5, 6%) with ten or
fewer employees.

The participants’ working domains were most often related to customers and users or smart environments and

connected devices (for a summary of the environments ML is applied in, see Table 3 in the Appendix). The most frequent
types of data handled by the participants were images, sensor, tabular, or text data. Within the ’other’ option, several
participants specified working with industrial and manufacturing data, publicly available datasets, or education-related
data.

Additionally, more than half of the participants stated that ML is the main component of the products developed by
their department (47, 56.7%), whereas one-third declared that ML is included in the products developed but not as a key
element (28, 33.7%).

A total of 59 (71%) participants, and thus the majority, stated that their daily tasks included applying ML libraries, such
as TensorFlow [1] and Scikit-learn [70], or conducting data analyses (54, 65%). Roughly half of the participants indicated,
that their tasks included evaluation (47, 56.6%), data cleansing and preparation (45, 54%), coordinating ML projects and
workflows (44, 53%), as well as developing custom ML applications, e.g. designing custom neural networks for given
tasks (36, 43.4%). These three questions regarding daily tasks, data domain and data type were posed as multiple choice
questions, where the participants could select all applicable options.

The studies mentioned in the related work part (Section 2.2) examined the awareness of developers and not just
practitioners. This study addressed ML practitioners and asked them to specify their daily ML-related tasks. Based on
the responses, the group ’ML developers’ was artificially created ex post. The authors consider participants to be ML
developers if they stated that they either ’develop custom ML applications (e.g. designing custom neural networks for a
given task)’ or that they ’develop ML tools or libraries from scratch’. This ex post definition counteracts the fact that,
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since there is no clear definition what an ML developer constitutes of, some people, if asked in a questionnaire whether
they consider themselves an ML developer, would deny it.

3.4 Data Analysis Methods

The data export from the LimeSurvey online questionnaire and the data preprocessing was implemented in Python
[85]. For the analysis, the Python-libraries scipy.stats [90] and factor_analyzer [76] were used. The notebooks written
for pre-processing, analysis and visualization of the results are can be obtained from the authors.

The analysis itself was divided into two parts. The first part focused on identifying correlations and dependencies
within the data. Correlations were assessed using Spearman’s rank correlation coefficient, while a 𝜒2 test of independence
was used to determine whether two categorical variables exhibit a significant relationship. In the second part of
the analysis, group comparisons were conducted to investigate whether differences in the response variables can be
explained by being affiliated to a particular group. Comparisons of three or more groups were performed using the
Kruskal-Wallis H test [49]. If the Kruskal-Wallis test indicated a significant difference between the distributions of
the tested groups, or if the analysis of interest was to compare just two groups in general, a pairwise comparison
employing theMann-Whitney U-test [28] was performed. Since all tests were performed on a single data set, the problem
of multiple comparisons was addressed by applying the Benjamini and Hochberg correction [11], which is performed
within individual hypothesis families. In this paper, the hypothesis families were formed based on the research question
that each hypothesis attempts to answer. Therefore, all hypotheses in Table 4 (see Appendix) form one family, and
all hypotheses in Table 5 (see Appendix) form the second. Moreover, in the present work, the corrected p–value, 𝑝∗, is
reported together with the respective test statistic rather than the original, uncorrected p–value, 𝑝 .

One of the key questions of this work is how awareness is built up among ML practitioners regarding the privacy and
security of ML and which aspects play a role in this process. To answer these questions an exploratory factor analysis was
carried out in order to estimate the latent construct awareness. In the preliminary pilot study, participants were asked to
use their own words to describe threats to ML and possible defences. This procedure resulted in the identification of four
attacks and 14 defenses. Following [38], stating that awareness constitutes of the individuals’ knowledge about security
threats, countermeasures and precautions, these 18 items were expected to correlate strong enough with awareness

to be used as proxies in estimating it (see Appendix Table 1). To verify the adequacy of employing a factor analysis,
Bartlett’s test of sphericity [8] (𝜒2(2) = 383.91, 𝑝 < 0.001) was conducted and supplemented by the Kaiser-Meyer-Olkin

test [45, 46] (𝐾𝑀𝑂 = 0.84) to measure the suitability of factor analysis. Both criteria indicate that it is appropriate to
use a factor analysis on this subset. Hereafter, the number of factors to be selected was determined on the basis of
a scree-plot, which indicated that a one–factor solution was sufficient, explaining 34% of the variance. Since factors
were expected to be uncorrelated, a varimax rotation was performed. Only items with loadings > 0.45 were considered
to correlate strongly enough with the factor. As a consequence, five items were excluded from further analysis (see
Appendix Table 1). To test the reliability of the constructed scale, Cronbach’s Alpha [22] was computed. The internal
consistency of the scale, which now consists of 13 items, is ’good’ by the statistic’s definition (𝛼 = 0.86).

Factor scores were calculated to derive a single variable, which truthfully quantifies the survey participants’ level of
awareness. These factor scores represent estimates of the unobservable characteristic awareness, hence, the hypothetical
value each participant would exhibit if awareness was directly measurable. The estimated scores ranged from −1.55 to
2.21. To facilitate interpretation, the scores were normalized to the range [0, 1]. From here on, they are referred to
as Awareness Scores.
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The endpoints of this continuous scale, 0 (no awareness) to 1 (high awareness), are no absolute numbers but rather
relative ones, since the estimated factor scores of the survey respondents were used for normalization. Thus, an
awareness score of 1 does not mean that the respondent knows everything about private and secure ML, but rather that
this respondent was the person with the highest awareness of privacy and security threats and solutions in the context
of ML in this survey. The same holds true in an opposite manner for the minimum point of the normalized scale, 0.

3.5 Limitations and Biases

Studying ML practitioners is a challenging task because they are a specialized population that is difficult to recruit.
Therefore, this study may have some limitations that need to be considered before interpreting the results.

The sample contains some demographic biases; the first being sampling bias. Although great effort was taken to
recruit an international sample, the majority of the participants indicated, that they are currently working in Europe.
Additionally the sample is not balanced with regard to the fields where the participants apply ML (see Figure 2 on page 7
and Table 2 in the Appendix). In terms of years of professional experience with ML, the group of participants who state
that they have 1-3 years of work experience in the respective field is highly over-represented with 49 (59%) answers. As
mentioned earlier, this observation mirrors the results of the Kaggle survey [44] (55%). This is not necessarily a bias,
but could rather reflect the current dynamics of ML, which leads to many new positions being created continuously.
Yet, the results may not be representative of all ML practitioners in all fields and at all levels of experience.

Not offering monetary compensation for participation further contributed to the difficulties in the recruitment.
The decision to not offer monetary rewards was deliberate on the part of the authors, as they did not want to attract
dishonest participants who just click through the study, to collect their reward at the end. The practitioners’ decision to
participate in the study, therefore, depended solely on their individual motivation and interest in the topic. Weighing
the pros and cons, the authors accepted the risk of a potential bias of the sample towards an over-representation of
developers who are already more interested in and aware of the subject.

The authors are aware that conclusions about the characteristics of the population, based on this survey, are restricted
due to the above limitations. However, they would like to point out that the results of the conducted study do not
intend to claim general validity, but rather to serve as a starting point to determine the current state of awareness
among practitioners, as well as to help them with better tools and standards. In particular, the qualitative results are
independent of sample size and provide valuable insights into the field.

4 RESULTS

In the following, the two research questions presented in Section 1 are answered in a structured manner. As a general
finding, it was observed that the awareness of ML privacy and security among the participants was relatively low. See
Figure 1 for a representation of the distribution of awareness scores in the sample. The quantiles of the normalized
awareness scores are 𝑞0.25 = .173, 𝑞0.5 = .389, 𝑞0.75 = .522, ranging from 0 (no awareness) to 1 (high awareness). When
asked how they built their current knowledge of ML security, several participants in both the preliminary pilot and the
actual study made use of the provided comment boxes to add supplemental information, such as “I didn’t yet work with
sensitive data, so I didn’t yet have to build that knowledge“, or “I never thought about securing my machine learning systems,

mainly because they are research oriented rather than production oriented systems“. These statements correspond with
the finding that 24% of all participants had never heard of any of the four mentioned attacks (inversion, impersonation,
poisoning and evasion attack), which aligns with the findings of Kumar et al. [50]. Moreover, securing ML models
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Fig. 1. Count plot of the participants’ awareness score. The values were normalised to the range from 0 (no awareness) to 1 (high
awareness).
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Fig. 2. Absolute number of participants per occupational field in connection with the average awareness value and standard deviation
resulting in the respective field. A: ’Industry’, B: ’Academic Research’, C: ’Industrial Research’, D: ’Hobby’. Please note that the bars
do not add up to the sample size of 83 due to the possibility of multiple answers.

against these threats does not seem to be a driving factor in most of the participants’ working environments either (see
Section 4.2).

4.1 Elements influencing Awareness

The goals and workflows in industry are demonstrably different from those in academia. Academics typically strive to
outperform a specific benchmark, usually using fixed training data sets. Professionals in industry, in contrast, have a
fixed performance target—what data and model is used is secondary, as long as the target is met. One would expect
that this contrast also reflects in the level of individual awareness motivating the working hypothesis that the field
of occupation does play a role in the extent to which individuals are aware of certain threats to their ML models. In
addition to industry and academic research, the fields of industrial research and hobby are also considered. Due to the
possibility of specifying several fields of occupation, neither group-wise comparisons nor Friedman tests are applicable
here. Figure 2 depicts the absolute numbers of participants who assigned themselves to a specific occupational field.
Although working in industry seems to result in a slightly higher average awareness compared to working in research
(academic or industrial), no considerable differences in the distribution of the average awareness scores can be observed.
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Fig. 3. Absolute number of participants per data type in connection with the average awareness value and standard deviation resulting
per respective type. A: ’Audio’, B: ’Location’, C: ’Tabular’, D: ’Images’, E: ’Text’, F: ’Video’, G: ’Metadata’, H: ’Sensor’.

Since it must be assumed that spillover effects exist for people who work in several areas, this convergence of the mean
values is not surprising.

In a similar vein, the question of whether ML practitioners’ awareness differs depending on the data type used was
explored. For example, it is reasonable to assume that someone working with medical image data or portrait images
would be more aware of potential privacy threats than someone working with industrial sensor data. A visual inspection
of the eight groups (image, video, audio, text, location, meta, sensor and tabular data) yielded only slight differences in
their average awareness (see Figure 3). However, it is noteworthy that some groups, such as audio (.50) and location
data (.48), have even higher mean awareness scores than image data which has an average awareness score of .41.
One possible explanation could be that both audio and location data can be seen as particularly sensitive and thus
more worthy of protection, which in turn has a positive influence on awareness. However, a similar argument can be
made with respect to video or metadata, which, at least in this sample, had, apart from sensor data, the lowest mean
awareness scores (.39 and .39). In the end, all data types, e.g. tabular, audio or visual, can contain both sensitive and
non-sensitive information. Moreover, it can be assumed that practitioners come into contact with more than one data
domain, making a clear attribution of an impact to one specific data type not possible.
A comparable analysis was conducted on the domain the data stems from. The result can be found in Appendix, Figure
11.

The finding that the participants exhibit a relatively low level of privacy and security awareness in the context
of ML is quite surprising given the fact that 54 participants (65%) stated that ensuring the security of ML models is
’important’ or even ’very important’, hence backing up the findings of Naiakshina et al. [59, 60]. Personal perception of
the importance to secure ones ML models might be a valid reason to seek education on the field. Yet, no correlation
between the ML practitioners’ perception of the importance and their awareness can be observed (𝑟 (81) = .073, 𝑝∗ = .62).
Given the fact that the introduction text to the survey stated that the questionnaire aimed at researching security and
privacy awareness, the participants’ answers to the question of importance might also contain a desirability bias.

When considering education, given the strong increase in study programs teaching AI and ML [10], one might
expect that those who have a higher educational degree find themselves in the right tail of the distribution depicted
in Figure 1. However, the level of education seems to give no suitable indication of the level of an ML practitioner’s
awareness (𝜒2(4) = 0.89, 𝑝∗ = .827). This could be because universities have only started to offer these courses in recent
years, so the impact is not yet directly tangible in the work environment. In fact, the amount of time participants

11



MuC ’21, September 5–8, 2021, Ingolstadt, Germany Boenisch and Battis, et al.

0.0 0.2 0.4 0.6 0.8 1.0
Awareness Score

0

2

4

6

8

10

12

14

Co
un

ts

ML developer
No ML developer

Fig. 4. Distribution of the ML practitioners’ awareness score grouped by whether they are considered to be ML developers or not.

already work with ML, either professionally or as a hobby, has the strongest effect on the level of individual awareness
(𝑟 (81) = .36, 𝑝∗ = .005).

Following Pieczu et al. [71], the working hypothesis was built, that the size of a company has an impact on the
security awareness and practices of individuals, for example through the implemented security policies. Surprisingly,
the size of a company does not seem to have an effect on the individual’s level of awareness. When testing for differences
in the distribution of awareness grouped by company size, no support for the working hypothesis could be found
(𝜒2(8) = 15.26, 𝑝∗ = .109).

With hindsight to the privacy aspect of ML, the authors suspected that practitioners who are used to work with
sensitive data (e.g. health data) might show a higher degree of awareness than those who work with data not related to
individuals at all (e.g. weather data). One might expect the highest mean awareness among ML practitioners working
with data that is directly related to individuals. However, practitioners working with data only indirectly related to
individuals have the highest mean awareness (.44), compared to those working with data that is directly related to
individuals (.35), or not related to individuals at all (.32). An additionally conducted Kruskal-Wallis test could not detect
any significant differences in the central tendencies of the three groups (𝜒2(2) = 4.09, 𝑝∗ = .194), thus indicating that
even working with data directly related with individuals has no effect on whether or not a practitioner is aware of
certain threats.

In addition to the data type used, the authors postulate that the data domain and its sensitivity as well as the ML
practitioner’s daily ML-related tasks have an effect on awareness. In this context, it is crucial to distinguish between
ML practitioners who merely apply libraries and those who actually develop them. As described in Section 3.3, the
group ’ML developers’ was created artificially by the authors based on the participants’ day-to-day tasks at work. It was
investigated whether developers can be expected to have a deeper understanding of machine learning and its intricacies
and thus a higher awareness of the threat landscape than, for example, users who simply apply ML libraries to a specific
task. Not surprisingly, the corresponding null hypothesis that there is no difference between both groups, was rejected.
The group of ML developers did have a significantly higher awareness score than non-developers (𝑈 (41,42) = 584.0,
𝑝∗ = .018). For visualization see Figure 4.

When asked by what means they built up their current knowledge of ML security and privacy, only 25 (30%)
respondents said they gained their knowledge at university. Most participants reported to have built their awareness
through ’practice’ (61, 73.5%) and ’self-study’ (56, 67.5%) which is congruent with the findings of Balebako et al. [5].
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Fig. 5. Overview of the educational methods used by the ML practitioners to build knowledge about ML security and privacy. A:
’University’, B: ’Workshops’, C: ’Practice’, D: ’Self-Study’, E: ’Other’.
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Fig. 6. Distribution of ML practitioners’ awareness scores for the four most frequently mentioned combinations of learning methods
used by the participants. The binary arrays decode for the following methods whether they were applied (1) or not (0): [University,
Workshops, Practice, Self-Study]. The box plots correspond, from left to right, to 15, 14, 15 and 13 mentions respectively.

See Figure 5 for a consolidated overview on the participants’ answers regarding the study methods used. Please note
that in this question the participants were asked to check all answers that applied to them, hence the counts do not
sum up to 𝑛 = 83. The evaluation of the participants’ answers is consistent with the general assumption that the more
sources an individual uses for learning, the higher their level of awareness. Due to the possibility of specifying several
learning methods used, it was not possible to determine the individual influence of a particular method on the level of
awareness, i.e. whether a particular method contributes to practitioners becoming more aware of a particular attack.
See Figure 6 for a more detailed depiction of the four most frequently reported combinations of learning methods and
the respective awareness scores.

4.2 Working Environment and the GDPR

As the working environment specifies many working methods and general conditions for its employees, it might
also have an impact on their security and privacy practices. When testing whether the company size and who is
responsible for ensuring security of ML models are stochastically independent, the null hypothesis could not be rejected
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Fig. 7. Overview of the distribution of responsibility for securing ML models (Who takes care of the security of the machine learning
(ML) models in your working environment?) by company size.

(𝜒2(32) = 43.11, 𝑝∗ = .182). This result can also be seen in Figure 7. The plot indicates that irrespective of the size of a
company, in the majority of the cases, ML security is taken care of, whether by an individual, a collective or a designated
expert. However, the figure also depicts that there seem to be cases where nobody in the company is responsible for ML
security, irrespective of its size. Some comments additionally given to this question included, that either the security
is ensured through the processes that the participant’s company has set up, or that whoever is in charge of model
deployment, is also responsible for securing said models. Several participants also stated that their IT department, and
in some cases security or data science teams are in charge of the security.

Also, no support was found for the working hypotheses of whether who is responsible for implementing security
solutions depends on educational degree (𝑈 (47,35) = 774.5, 𝑝∗= .395) or the years a person is already working in ML
(𝑈 (48,35) = 728.5, 𝑝∗ = .212). This may seem counter-intuitive since, as reported above, there is a positive correlation
between the years practitioners work in an ML-related position and their awareness. One might therefore expect those
with longer experience to be in charge.

Another factor that might influence the participants’ ML security and privacy practices, are legal obligations.
This paper addresses this question using the GDPR as an example. As the GDPR may not apply to participants

working outside EU member states, these participants were excluded for the following analyses. Therefore, the following
figures only refer to the 64 ML practitioners who reported working in an EU member state.

First, the changes in the participants’ ML-related workflows resulting from the introduction of the GDPR were
examined. Figure 8 shows the survey participants’ self-assessment of this very question, grouped according to whether
the data they work with is directly related to individuals, indirectly or not related at all. A simple visual inspection of
the graph shows that the majority of participants indicated that there were no changes at all. Unsurprisingly, within
this group, the majority of practitioners works with non-personal data. However, no evidence of the opposite effect
could be observed: the group working with personal data did not report great changes in their work processes either.
Instead, this group and the one processing only indirect personal data behaved quite similarly. The authors suspect that
this effect is observed because, according to the GDPR, also indirectly person-related data needs to be protected since
there is a possibility for re-identification. The findings depicted in the graph are further supported by a Kruskal-Wallis
test (𝜒2(2) = 12.39, 𝑝∗ = .005) accompanied by pairwise comparisons between the different degrees of data-sensitivity.
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Fig. 8. Overview on the extent to which the introduction of the GDPR has provoked changes in the participants’ ML workflows
grouped by whether the data they are working with is directly related to individuals, indirectly or not related at all. A: ’Not at all’, B:
’Very little’, C: ’Somewhat’, D: ’Very much’, E: ’To a great extent’.

The distribution of practitioners working with non-human related data differs significantly from the remaining two
(𝑈 (23,17) = 97.0, 𝑝∗ = .005), (𝑈 (23,23) = 130.0, 𝑝∗ = .003), while this is not the case when looking at the group working
with indirectly and the one working with directly human related data (𝑈 (17,23) = 171.5, 𝑝∗ = .38).

In order to gain deeper insights into the changes due to the GDPR and to explore the discomforts and uncertainties
ML practitioners face as a result, several free-text questions were included in the survey. The participants’ answers
revealed that changes mainly affect general, and not specifically ML-related workflows. These changes include safe data
storage (location and security measures of the servers, access control, encryption etc.), anonymization, more economic
data collection, and more documentation. One participant, for example stated “It [the GDPR] is more important when it

comes to data collection than the training phase or ML model development“. Only very few answers indicated changes in
the ML workflows, for example one participant said “I can not [sic] use a lot of features that I used before and so, the

strategy to solve some problems has changed“.
Yet, several ML practitioners expressed their insecurity concerning certain aspects of the GDPR in their ML workflows.

Within these, insecurity about the implementation of the Right to be Forgotten were listed most frequently. Many ML
practitioners seem to lack knowledge of adequate methods to implement this requirement, as the quote of one participant
illustrates: “Since GDPR requires the “right to be forgotten“, we would need to artificially keep a correlation in order to

be able to forget a specific individual, which, however, violates the GDPRs requirement to only store information that is

required to operate a system“.
A last finding from the GDPR-related questions highlights the importance and responsibilities of third-party in-

frastructure and service providers for privacy and security. For example, several participants stated relying on those
third-parties’ services without questioning them. One participant, when being asked about changes in the ML workflow
caused by the GDPR, just indicated “checked some boxes in AWS“, another one explained more thoroughly “I heavily rely

on third part services to train and store my data, such as google cloud platform and AWS. Thereby, I hope their default

security support is enough to protect my models and data“.

4.3 Security Practices

The visual and statistical analysis of the ML practitioners’ familiarity with security practices and methods for ML showed
that there is a significant difference in acquaintance and experience with them (unfamiliar, familiar, has implemented)
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Fig. 9. Overview of the participants’ awareness among the methods presented in the questionnaire. For attacks, the question was if
the participants had already implemented measures to defend against it, or if they were familiar, or unfamiliar with it. 1: Inversion
Attacks, 2: Impersonation Attacks, 3: Poisoning Attacks, 4: Evasion Attacks. For defenses, the participants were asked if they had
implemented this defense, or if they were familiar, or unfamiliar with it. Cluster 1 (A: Data Sanitization [65], B: Access Control [75], C:
System Security [79], D: Ensemble Learning [24], E: Data Provenance [19], F: Observing Model Input at Inference Time [7]), Cluster 2
(G: Differential Privacy [27], H: Homomorphic Encryption [37], I: Watermarking [58], J: Privacy Preserving Record Linkage [87]),
Cluster 3 (K: Smoothing Prediction Output [35], L: Introducing Delay [77], M: Adversarial Training [36], N: Federated Learning [48]).

(𝜒2(13) = 93.19, 𝑝∗ < .001). The participants’ experience with the respective methods is depicted in Figure 9b. In order
to obtain the clustering, the K-Means algorithm [42] was used. The number of clusters was determined by the elbow
method [47], resulting in three semantic units.

The first cluster consists of methods that up to half of the developers indicated having already implemented. This
cluster includes data sanitization [65], access control [75], system security [79], ensemble learning [24], data provenance
[19], and observing model input at inference time [7]. All these methods can be considered classic security or standard
ML methods, which would explain their prevalence.

The second cluster consists of methods that are typically used for privacy or intellectual property protection in ML
models, such as differential privacy [27], homomorphic encryption [37], watermarking [58], and privacy preserving record

linkage [87]. The majority of practitioners indicated not being familiar with these methods. Only some knew about
them and very few have already implemented them.

The last cluster consists of specific ML methods that can be applied to secure ML models, such as smoothing prediction

output [35], introducing a delay for model interaction [77], and adversarial training [36], or to protect training data, as in
federated learning [48]. Similar to the second cluster, only few participants indicated that they have implemented the
methods, however, the percentage of participants who stated that they were theoretically familiar with the methods, is
higher.

In contrast to the protection measures, the familiarity of the participants with the four attacks did not exhibit
significant differences (𝜒2(3) = 1.12, 𝑝∗ = .772). In general, more than half of the participants had at least heard of this
type of attacks. Ultimately, however, only 10-20% of the respondents have already implemented an attack (see Figure 9a),
e.g. to test whether the defence they used was strong enough to withstand an actual attack.

The survey participants were also asked about their familiarity with selected libraries for ML privacy and security.
As mentioned above, the libraries were selected according to the answers given during the pilot study. The authors
acknowledge that all of them are Python libraries, which they believe is due to the fact that Python is a very popular
language for ML applications [92]. In addition, Kumar et al. [50] reported that 16 out of the 28 organisations they
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Fig. 10. Libraries to support privacy and security in workflows: A: TensorFlow Privacy [54], B: Cleverhans [67], C: PySyft [73], D:
Googles Differential-Privacy [94], E: Uber SQl Differential-Privacy [43], F: AdverTorch [25], G: Foolbox [72], H: ART Toolbox. [61]

surveyed use Python frameworks such as Keras, TensorFlow or PyTorch. While ten rely heavily on ML-as-a-service
providers and only two built their ML systems from scratch, relying neither on toolkits nor platforms. Figure 10 depicts
the distribution of the participants’ answers. It is apparent that across all libraries, the percentage of ML practitioners
who have actually used them, is remarkably low. Only the tensorflow privacy library [54] achieves a publicity of around
50% among all participants.

5 DISCUSSION AND IMPLICATIONS OF THE FINDINGS

In this section, the results and their implications are discussed with regard to the study’s two research questions.

RQ1: How is ML security and privacy awareness built, and which conditions contribute to the degree of knowledge with

respect to threats and corresponding defenses? Studying ML security and privacy awareness and knowledge yielded
three main results.

The surveyed ML practitioners’ awareness of threats, as well as of ML security and privacy practices is
relatively low. This finding aligns with the findings of Kumar et al. [50] and the general studies on security practices
presented in Section 2.2. One possible explanation for this could be that in ML, similar to standard IT applications,
security requirements tend to be kept separate from other system requirements [29] and that functionality is addressed
before security [59]. One could also argue that most companies are currently in the early stages of adopting ML.
Thereby, products are still more experimental and rather proofs of concept—with security and data protection playing a
subordinate role. [53].

Most ML practitioners had no academic training on ML security and privacy. As depicted in Figure 6, only
around one third of the participants obtained their knowledge from university. A similar tendency was already reported
by Balebako et al. [5] for general security practices. With ML security and privacy being even more recent topics
than general security or privacy, this finding is to be expected. Given the massive increase of student enrollments in
ML-related courses within the last years, the overall literacy on the topic might increase in the future. However, so
far, the results from this study suggest that the educational degree of the ML practitioners does not have a significant
impact on their awareness in these topics, whereas years of work experience in ML do. A similar finding was presented
by Acar et al. [2]. Therefore, extending academic education on the topics might be just one of various steps towards a
higher awareness. This intuition is supported by the fact that the present study showed a positive correlation between
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the degree of ML security and privacy awareness and other sources of education and practice among the surveyed ML
practitioners.

The study showed no correlation between the size of the company the surveyed ML practitioners work
in and their personal awareness. The generalizability of this result, is, however, questionable. It might result from
the demographics of the survey participants or the small sample size. In general, one would expect the awareness on
security and privacy in larger companies to be higher, given that such companies often have company-wide coding and
security guidelines, internal review processes, and the means to afford regular training for their employees. However,
smaller companies or start-ups may be savvier about security and privacy threats because they have to deal with the
problems themselves, whereas larger companies have designated security departments taking care of such issues.

RQ2:What is the current state of affairs concerning ML security and privacy among ML practitioners? Concerning the
current state of affairs among ML practitioners, four main findings can be reported.

The participants’ familiarity with protection strategies for their MLmodels is very unevenly distributed.
Interestingly, the clusters of familiarity over the protection methods determined by the K-Means algorithm correspond
well to their semantic units. The cluster of general security practices seems to be more broadly known and applied than
the cluster of (partly) ML-related security measures. The cluster with the lowest familiarity contains specific methods
for ML privacy protection. This indicates that these methods have, so far, received the least attention. This might reflect
the general state in software engineering, where security development life-cycles are more established, whereas privacy
engineering is just emerging. This leaves open the question of whether less attention is paid to ML privacy than to ML
security, or whether privacy has so far been considered mainly in other phases of the workflow — as suggested by some
participants’ answers to the free-text question.

The surveyed practitioners’ familiarity with the presented security and privacy libraries for ML is low.
Another important aspect for the integration of security and privacy in ML workflows is the ML practitioners’ use of
dedicated tools or libraries. According to Wurster and van Oorschot [95], security tools should be more usable than
insecure ones because it is impossible to forbid insecure solutions, however improved usability and understandable
user-interfaces could encourage developers into choosing the more secure option [41, 81, 95]. The fact that, to date,
many of the existing security and privacy libraries are not particularly usable, apply solely to very specific scenarios,
and lack expressive documentation might be an explanatory factor for their low popularity. Therefore, in order to
expand the use of ML privacy and security libraries in the future, it might be valuable to continue investigations on
ML practitioners’ current practices beyond the findings of this work and to study their functional needs thoroughly
[78]. Additionally, human factors should also be taken into account in the evaluation, e.g. developers’ expectations
of the behavior of such tools and APIs [20]. Furthermore, it might be helpful to improve documentation for existing
utilities, and to provide secure code examples [50, 57, 71]. As was shown by Jain and Lindqvist [41], providing working
examples is essential for security and privacy because developers tend to follow code examples very closely.

Also, the integration of the security and privacy measures into third-party software should always be examined
carefully. The survey’s results, similar to the results by Kumar et al. [50] underline that many ML practitioners rely
entirely on third-party services, not only for functionality but also for security and privacy. A certification authority
that assesses these aspects would be helpful for practitioners in choosing which third-party software can be trusted.
Similar assessment is already in place for other software products, such as operation systems, cryptographic modules
or database servers [17].
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With the support of the right tools and adequate solutions through third-party software, automated detection
and defence against security and privacy threats could be advanced to further support ML practitioners. Individual
awareness of this issue would then be more relevant for choosing the right tools instead of having to consider each
threat and defense mechanism individually.

Over all company sizes, there are cases, where nobody is responsible for the overall model security and
privacy. This finding is congruent with the results of a case study conducted by Flechais et al. [29]. During their
research on supporting developers making applications more secure, they found that in many cases no one was explicitly
responsible for the security of the project. The results of the present study also indicate that the practitioners responsible
for ensuring ML models in their workplaces are more likely to have a higher level of education. This finding might
reflect some companies’ internal recruiting strategies or suggest that such high-responsibility tasks are still given to the
employees with formal education proofs.

The introduction of the GDPR had comparatively little impact on ML workflows in particular. However,
there were very noticeable changes in general workflows related to personal data. Several participants men-
tioned uncertainties about the formulation of the GDPR and issues with the technical feasibility for ML at some point.
Such shortcomings could be addressed by having more practitioners participate in the policy-making process of data
protection regulations [4]. Alternatively, the creation and provision of precise guidelines, similar to the ones that
already exist for secure app development [62, 64] could prove helpful [89]. Currently, however, this represents a severe
challenge, as research on privacy and security in ML is still at a stage where concrete recommendations are only possible
for a relatively small subset of issues.

6 CONCLUSION AND FUTUREWORK

In this paper, the awareness of security and privacy among ML practitioners under several aspects was examined.
Additionally, the knowledge and use of existing methods and libraries were analyzed and the impact of the GDPR on
practitioners’ workflows was assessed. A generally low awareness and knowledge on ML-specific privacy measures
among the participants was identified, as well as a lack of institutional education on this subject. Future work could
extend further in the direction of studying ML practitioners’ practical workflows. This could be helpful for the design
and development of more user-friendly tools and libraries to support secure and private ML. Additionally, it could serve
as a basis for guidelines and regulations that take the practitioners’ actual questions and needs into account.
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APPENDIX

Table 1. List of selected items for the factor analysis to be applied on. Only items with loadings > 0.45 were considered to correlate
strong enough with the latent construct resulting in five variables being excluded from further analysis — namely Adversarial Training,
Observing model input at inference time, Smoothing prediction output, Federated Learning and System Security — for which respective
loadings are not reported.

Item Factor 1

Inversion Attack .669

Impersonation Attack .588

Poisoning Attack .663

Evasion Attack .654

Data Sanitization .623

Data Provenance .543

Adversarial Training

Ensemble Learning .481

Observing model input at inference time

Smoothing prediction output

Federated Learning

Introducing delay for model interaction .543

Access Control .532

System Security

Differential Privacy .548

Homomorphic Encryption .539

Watermarking .503

Privacy-preserving Record Linkage .644

% of total variance 33.94

Cronbach’s Alpha 0.86
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Table 2. Summary of participants’ background information. Demographics marked with an * allowed for multiple answers.

Area
Europe 64
North America 9
South America 2
Asia 5
Australia 3
Education
High school / Secondary school degree 2
Bachelor’s degree 12
Master’s degree 55
Doctorate 13
Other 1
Employment
Employed 73
Self-employed 6
Unemployed 4
ML Application*
Industry 38
Industrial Research 39
Academic Research 48
Hobby 17
Working experience in ML
1-3 years 49
4-6 years 18
7-9 years 5
10 years or more 11
Company size (# of employees)
Self-employed 6
1-10 5
11-50 8
51-200 10
201-500 12
501-1000 8
1001-5000 15
5001-10 000 7
More than 10 000 12
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Table 3. Summary of participants’ ML working environment. Demographics marked with an * allowed for multiple answers and,
therefore, do not add up to the sample size of 83.

Domain(s) of the ML data*
Customers and users 32
Smart environment and IoT 22
Medical and health 20
Transportation and traffic 19
Financial 19
Public security 11
Weather and environment 8
Social media 7
Other 22
Type(s) of data handled*
Images 44
Sensor data 39
Tabular data 38
Text 37
Metadata 30
Location data 24
Video 17
Audio/Sound 15
Other 4
Daily ML Task(s)*
Applying ML libraries 59
Data analysis 54
Evaluation 47
Data cleansing and preparation 45
Coordinating ML projects and workflows 44
Developing custom ML applications 36
Data collection 31
Deployment and maintenance 27
Developing ML tools / libraries from scratch 16
Role of ML in product development
Key part of the product 47
Included in the product but not key part 28
Used internally for other than marketing 6
Used internally only for marketing 2
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Fig. 11. Absolute number of participants per data domain in connection with the average awareness value and standard deviation
resulting in the respective field. A: ’Financial’, B: ’Smart Env. and IOT’, C: ’Public Security’, D: ’Customers and Users’, E: ’Transport
and Traffic’, F: ’Social Media’, G: ’Medical and Health’, H: ’Weather and Environment’.
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Table 4. Set of hypotheses to answer the research question RQ1. All hypotheses in this table form a hypothesis family and are
considered as such in the process of correction for multiple comparisons.

No. Hypotheses Test statistic p-value 𝑝∗

H.1.1 𝐻0: Awareness does not correlate with the individual’s perception of
how important ML security is.

𝑟 (81) = .073 .514 .62

H.1.2 𝐻0: Educational degree has no effect on the participants’ level of aware-
ness.

𝜒2(4) = .89 .827 .827

H.1.3 𝐻0: Awareness does not correlate with years of working experience in
ML.

𝑟 (81) = .36 < .001 .005

H.1.4 𝐻0: Company size has no effect on the participants’ level of awareness. 𝜒2(8) = 15.26 .054 .109

H.1.5 𝐻0: Participants who build their own ML applications do not have a
higher awareness than those who don’t.

𝑈 (41,42) = 584.0 .006 .018

H.1.6 𝐻0: There is no difference in the level of awareness between participants
working with directly human-related data, indirectly or data that is not
human-related at all.

𝜒2(2) = 4.09 .129 .194
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Table 5. Set of hypotheses to answer the research question RQ2. All hypotheses in this table form a hypothesis family and are
considered as such in the process of correction for multiple comparisons.

No. Hypotheses Test statistic p-value 𝑝∗

H.2.1 𝐻0: Years of working experience do not correlate with the individual’s
perception of how important ML security is.

𝑟 (81) = .635 .57 .685

H.2.2 𝐻0: Company size has no effect on who is responsible for securing ML
models in the respective working environment.

𝜒2(32) = 43.11 .091 .182

H.2.3 𝐻0: Educational degree has no effect on whether someone is responsible
for implementing security solutions.

𝑈 (47,35) = 774.5 .296 .395

H.2.4 𝐻0: The number of years of working experience with ML has no effect
on whether someone is responsible for implementing security solutions.

𝑈 (48,35) = 728.5 .124 .212

H.2.5 𝐻0: The introduction of the GDPR had no effect on the individuals’ ML
security practices - grouped by how human-related the data used is.

𝜒2(2) = 12.39 .002 .005

H.2.5.1 𝐻0: The introduction of the GDPR had no effect on the individuals’
ML security practices with respect to those working with non-human
related data and those who work with indirectly related data.

𝑈 (23,17) = 97.0 .002 .005

H.2.5.2 𝐻0: The introduction of the GDPR had no effect on the individuals’
ML security practices with respect to those working with non-human
related data and those who work with directly related data.

𝑈 (23,23) = 130.0 < .001 .003

H.2.5.3 𝐻0: The introduction of the GDPR had no effect on the individuals’ ML
security practices with respect to those working with indirectly related
data and those who work with directly related data.

𝑈 (17,23) = 171.5 .254 .38

H.2.6 𝐻0: The four attacks described are all equally well known. 𝜒2(3) = 1.12 .772 .772

H.2.7 𝐻0: The four attacks described are all equally often implemented. 𝜒2(3) = 1.31 .727 .772

H.2.8 𝐻0: The 14 methods described are all equally well known. 𝜒2(13) = 93.19 < .001 < .001

H.2.9 𝐻0: The 14 methods described are all equally often implemented. 𝜒2(13) = 209.0 < .001 < .001
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Security and Privacy in Machine Learning 

This survey aims to analyze the state of the art in implementation of security measures to 

protect machine learning (ML) systems. We want to investigate to what extent machine 

learning practitioners are aware of the different types of attacks (from inside and outside) 

that their models are exposed to. We also want to learn which types of protective measures 

are used. Finally, we are interested in learning what kind of experiences developers have 

had with fulfilling the requirements of the European General Data Protection Regulation 

(GDPR). 

We kindly ask all respondents to stick to the truth as best as they can and avoid 

exaggerating their statements in any direction, as this ensures the validity of the results. This 

survey will take approximately 10-15 minutes to fill out and consists of a maximum of 25 

questions. 

The survey is conducted by  is conducted by the Fraunhofer Institute for Applied and 

Integrated Security (AISEC)  in cooperation with the Fraunhofer Institute for Secure 

Information Technology (SIT) and the Freie Universität Berlin (FU). 

 

 Indicate questions that allow for multiple answers. 

o Indicate questions that allow for exactly one answer. 

 

 

Data security and consent note: 

Participation in this study is voluntary. You can discontinue your participation at any time 

with no negative consequences, but information gathered from you up until the point of 

cessation of your participation may be used in the study. The data collected within this study 

include questionnaire items regarding your experience, awareness, and knowledge. These 

data can not be linked to your person. The research data are collected purely for scientific 

purposes. The research data are only available to the researchers of the research group. 

The research team deploys appropriate technical and organizational security precautions to 

protect personal data against disappearance, misuse, unlawful use, change, or destruction. 

The data collected of you within this survey are retained as long as is necessary for the 

purpose it should fulfil, or as long as the legislation requires. Any contact information we 

might collect of you is separated from other questionnaire data, including demographic 

information. Upon request you are provided with additional details of the general principles of 

this study and its progress, or of the results concerning yourself. 

o Agree 

o Disagree 

 

[Only participants who gave their consent were forwarded to the questionnaire.] 
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Demographics 

1 Which country are you currently working in? 

o Afghanistan 
... 

o Zimbabwe 

 

2 What is the highest educational degree you have obtained? 

o Less than high school or secondary school degree (i.e. Abitur, baccalauréat, A levels 

etc.)  
o High school or secondary school degree 
o Bachelor's degree 
o Master's degree or diploma 
o Doctorate 
o Other: [   ] 

 

3 What is your current working situation? 

o I am a student. (If you are also working in a machine learning related position at the same time, please check 

employee or self-employed, according to what applies to you!) 
o I am an employee. 
o I am self-employed. 
o I am unemployed. 

4 How long have you been working with machine learning (ML) - either 

professionally or as a hobby? 

o I have never worked with ML 
o 1-3 years 
o 4-6 years 
o 7-9 years 
o 10 years or more 

 

5 What are your daily machine learning (ML)-related tasks? 

 Coordinating ML projects and workflows 

 Applying ML libraries (tensorflow, scikit learn, ...) 

 Developing custom ML applications (e.g. design custom neural networks for given 

tasks) 

 Developing ML tools or libraries from scratch 

 Data cleansing and preparation 

 Data analysis 

 Data collection 

 Evaluation 

 Deployment and maintenance 

 Other: [   ] 
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6 For what field(s) do you apply machine learning? 

 Industry 

 Industrial research 

 Academic research 

 Hobby 

 Other: [   ] 

 

7 What is the size of the company you are working for? 

* This question was not displayed for participants who had indicated being a student. 

o Self-employed 

o 1-10 employees 

o 11-50 employees 

o 51-200 employees 

o 201-500 employees 

o 501-1000 employees 

o 1001-5000 employees 

o 5001-10,000 employees 

o 10,001+ employees 

 

8 How are the product(s) that your division develops concerned with machine 

learning (ML)? 

* This question was not displayed for participants who had indicated being a student. 

o ML is key part of the product. 

o ML is included in the product but not key part. 

o ML is only used internally for marketing. 

o ML is only used internally for other purposes than marketing (e.g. to improve the 

product, finance, ...). 

 

Data and Sensitivity 

 

9 Is any of the data you work with sensitive? 

Sensitive data means information that has to be be protected against unwarranted 

disclosure (e.g. private or confidential data). 

o No 

o Yes 

 

10 Do your machine learning models deal with data of individiuals? 

I work with data that is... 
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o ...not related to humans (any of my data). 

o ...indirectly related to humans (at least some data that I work with). 

o ...directly related to humans (at least some data that I work with). 

 

11 What type of data do you deal with in your machine learning models? 

 Images 

 Video 

 Audio/Sound 

 Text 

 Location data 

 Metadata 

 Sensor data 

 Tabular data 

 Other: [   ] 

 

12 What domain does the data you are working with stem from? 

 Financial 

 Medical and health 

 Transportation and traffic 

 Customers and users 

 Weather and environment 

 Smart environment and IoT 

 Social media 

 Public security 

 Other: [   ] 

 

ML Security 

 

13 In your opinion, how important or unimportant is it to ensure the security of your 

machine learning models? 

o Unimportant 

o Of little importance 

o Moderately important 

o Important 

o Very important 

 

14 How did you build your current knowledge about machine learning security? 

 Through courses at university 

 Through workshops and tutorials 

 Through practice 

 Through self-study (e.g. online tutorials, webinars, literature) 
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 Other: [   ] 

 

15 Who takes care of the security of the machine learning (ML) models in your 

working environment? (If you are unemployed, please check the answer that applies to your previous job.) 

* This question was not displayed for participants who had indicated being a student. 

o I take care of my ML projects' security. 

o I solely take care of all ML security. 

o I take care of all ML security, together with some others. 

o A designated expert takes care of ML security. 

o Nobody takes care of ML security. 

o Make a comment on your choice here: [   ] 

 

Attacks on ML 

 

16 For the following attacks against machine learning (ML), please check what 

applies to you. 

 Yes, I have 
implemented 
solutions to 

prevent this type 
of attack. 

 

I am familiar with 
this type of attack, 

but have not 
implemented 

solutions against it, 
yet. 

No, I am not 
familiar with this 
type of attack. 

 

Inversion attacks 
 

Inversion attack: The aim of an 
inversion attack is to extract 
information from your ML model. 
An attacker could query your 
model to obtain knowledge about 
the underlying training data. 

 
o 

 
o 

 
o 

Impersonation attacks 
 

Impersonation attack: To 
impersonate an individual from 
your dataset, attackers try to 
imitate data records of their 
victims. They can use those 
records to get unauthorized 
access, or to develop specially 
tailored attacks against that 
victim. 

 
o 

 
o 

 
o 

Poisoning attacks 
 

Poisoning attack: During training, 
an attacker is able to inject their 
own data records into your 
training data. Your model might 
thereby learn things it is not 
supposed to, due to the shift of 

 
o 

 
o 

 
o 
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classification boundaries. This 
could be exploited by the attacker 
in the prediction phase. 

Evasion attacks 
 

Evasion attack: At test time, an 
attacker modifies a data record in 
such a minimal way, that the 
record still seems normal to a 
human observer. The 
modification however causes 
your ML model to make a 
prediction that differs completely 
from the one on the original input. 
Adversarial examples are an 
instance of evasion attacks. 

 
o 

 
o 

 
o 

 

 

ML Security Practices 

 

17 For the following libraries, related to private and secure machine learning (ML), 

please select what applies to you. 

 I have already 
worked with this 

library. 

I have heard about 
this library but have 

not used it, yet. 

I have never 
heard about this 
library before. 

Tensorflow Privacy o 
 

o o 

Cleverhans o 
 

o o 

PySyft o 
 

o o 

Google's Differential Privacy o 
 

o o 

Uber SQL Differential 
Privacy 

o o o 

AdverTorch o 
 

o o 

Foolbox o 
 

o o 

Adversarial Robustness 
Toolbox (ART) 

o o o 

 

18 Have you ever implemented a method for... 

 Yes, I have 
implemented this 

method. 
 

I am familiar with 
this method, but 

have not 
implemented it, yet. 

No, I am not 
familiar with this 

method. 
 

...data sanitization? 
 

 
o 

 
o 

 
o 
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Data sanitizition: All your training 
data is cleaned from potentially 
malicious data points. Samples 
that have a negative impact on 
the model’s prediction output 
might be discarded. 

...data provenance? 
 

Data provenance: For all your 
training data, the provenance is 
clear and traceable. Your data 
pipeline and data storages are 
well documented and protected 
against intrusions. 

 
o 

 
o 

 
o 

...adversarial training? 
 

Adversarial training: Your model 
is trained partly on adversarial 
samples with corresponding 
labels to detect them as such and 
react adequately. 

 
o 

 
o 

 
o 

...ensemble learning to make 
your ML models more 

secure? 
 

Ensemble learning: You group 
several ML models into an 
assembly for your predictions. 
Hereby, different classifiers or 
different techniques for defence 
can be combined to mitigate the 
success of attacks and to make 
the model more robust. 

 
o 

 
o 

 
o 

...observing model input at 
inference time? 

 
Observing model input at 
inference time: You are 
observing the data that is 
presented to your model when it 
is deployed. ML models are most 
likely to fail when the data 
distribution at test time differs 
from the one at training time. By 
observing the input to your 
model, you can prevent an 
attacker using this fact to his 
advantage. 

 
o 

 
o 

 
o 

...smoothing prediction 
output? 

 
Smoothing prediction output: By 
rounding or truncating the 
prediction output slightly, or 
preventing sensitive outputs, you 
make it more difficult for an 
attacker to reconstruct the model 
or to invert it. 

 
o 

 
o 

 
o 

...federated learning (FL)? 
 

 
o 

 
o 

 
o 
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Federated Learning: FL is an ML 
technique in which the model is 
trained across multiple 
decentralized devices or parties 
on their local data samples. In 
contrast to traditional ML 
techniques, where all data 
samples are uploaded to one 
central server for training. In FL, 
no data samples are exchanged. 

 

19 Have you ever implemented a method for... 

 Yes, I have 
implemented this 

method. 
 

I am familiar with 
this method, but 

have not 
implemented it, yet. 

No, I am not 
familiar with this 

method. 
 

…introducing delay for model 
interaction? 

 
Introducing delay for model 
interacton: You do not allow 
unlimitedly many and unlimitedly 
frequent queries to your model by 
e.g. introducing a delay in your 
responses. Thereby, it gets more 
difficult for the attacker to build his 
own copy of your model that he 
can exploit or alter in order to 
harm you. 

 
o 

 
o 

 
o 

…access control to protect 
your ML models? 

 
Access control: You ensure that 
each instance that interacts with 
your model has only the access 
necessary to perform its tasks. 
This can also include not giving 
the learned model access to the 
training data, once that training is 
completed. 

 
o 

 
o 

 
o 

…system security to protect 
your ML models? 

 
System security: You deploy your 
ML models on secure servers and 
protect certain hardware 
components, such as GPUs, 
TPUs etc., against attacks. 

 
o 

 
o 

 
o 

...differential privacy (DP)? 
  

Differential privacy: DP gives 
strong mathematical guarantees 
on the privacy of the data that you 
are using. It assumes an attacker 
with maximal knowledge and 
provides an upper bound on 

possible privacy breaches. 

 
o 

 
o 

 
o 
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...homomorphic encryption 
(HE)?  

 
Homomorphic encryption: HE 
allows to perform arithmetic 
operations directly on the 
encrypted data without having to 
convert it into plain text first. Each 
operation provides an encrypted 
result, which, when decrypted, 
corresponds to the result that 
would have been obtained if the 
operation had been performed on 
the unencrypted data. 

 
o 

 
o 

 
o 

...watermarking? 
 

Watermarking: You poison the 
training data of your model 
yourself in order to have your 
model react to certain (secret) 
triggers. This can, amongst 
others, help to identify stolen 
copies of your model and protect 
your intellectual property. 

 
o 

 
o 

 
o 

...privacy preserving record 
linkage? 

 
Privacy Preserving Record 
Linkage: Some attributes of your 
data, that individually do not seem 
too sensitive, can act as pseudo-
identifier for a data point, when 
considered together. Privacy 
preserving record linkage 
transforms this weaknes into a 
strength, by calculating hash 
values over those values, so that 
data across multiple datasets can 
be shared by different parties 
without disclosing the sensitive 
attributes. 

 
o 

 
o 

 
o 

 

GDPR 

 

20 How familiar are you with the requirements that the EU’s General Data Privacy 

Regulation (GDPR) places on the handling of personal data? 

o Not at all familiar 

o Slightly familiar 

o Moderately familiar 

o Familiar 

o Extremely familiar 
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21 In your work with machine learning, have you been dealing with the fulfilment of 

GDPR requirements? 

o Yes 

o I don't know 

o No 

 

22 To what extent has the GDPR caused a change in your machine learning security 

practices? 

o Not at all 

o Very little 

o Somewhat 

o Very much 

o To a great extent 

 

23 What kind of changes has the GDPR prompted in your machine learning security 

practises? Please describe in a few words or sentences. 

Please write your answer here: [   ] 

 

Final 

 

24 If you would like to participate in a potential follow-up study, please enter your 

email address. 

Please write your answer here: [   ] 

 

25 If you would like to be informed about any publications resulting from this survey, 

please enter your email address. 

Please write your answer here: [   ] 

 

We highly appreciate the time you took to fill out this questionnaire. Your contribution 

supports the research community in advancing the field of security for machine 

learning! 

Sincerely, your Fraunhofer AISEC, SIT and FU Berlin team.  

For any further questions, please do not hesitate to contact us via: 

securemachinelearning[at]aisec.fraunhofer.de. Your answers have been transmitted, 

you can close this window now. 
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